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Abstract

Data compression is the packing of data, the process of transforming a
body of data into a smaller representation from which the original or an
dpproximation of the original can be computed at a later time. Most data
Sources contain redundancies such as non-uniform symbol distribution, pattern
fepetition, and positional redundancy. A data compression algorithm encodes
the data to reduce these redundancies.

Vector quantization (VQ) is an efficient data compression technique for
M and images. VQ maps a pattern defined by a discrete vector into a short
d'g,“{‘l sequence suitable for transmission over a digital channel or storage in
adigital medium. Today, with the computing power available, the time spent
for data processing has been reduced and the application of vector
Juantization for real-time coding is once again considered. A study of different
leghmqm of vector quantization will be done. The details of some schemes
will be presented.

Quantizacién vectorial
Sinopsis

La compresién de datos es la acci6n de codificar un grupo de datos, el
Proceso de transformar un grupo de datos en forma compacta a su fom}a
original o una aproximacién que pueda recuperarse nuevamente. La mayoria
e las fuentes de informacién contienen redundancias en forma no uqunne,
Patrones repetidos y redundancia posicional. Los algoritmos de compresion de
datos reducen estas redundancias.
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La quantizacion vectorial (QV, por sus siglas en inglés) es una técnica de
compresion de datos eficiente para voz ¢ imagenes. La QV toma mucstra.dc
los patrones definidos por vectores discretos y los convierte en secuencias
digitales cortas adecuadas para transmitirlas por medio de un canal digital o
para almacenarlas en forma digital. Con Ia capacidad de computadoras que hay
hoy el tiempo para procesar datos ha disminuido considerablemente y la
técnica de QV se considera para para codificar a tiempo real. En este trabajo
se estudian diferentes técnicas de QV ¥y se presentan los detalles de algunos de
los esquemas seran presentados.

Basic quantization and coding
Memoryless quantizer

The zero memory quantizer which operates on one input sample at a time,
and the output value depends only on that input. This type of quantizer 1S
useful in image coding techniques. Unfortunately the quantization operation
is irreversible because the quantization maps a range of values with onc
quantization level. Hence the input value cannot be reproduced exactly as the
original. Depending on the application the distortion introduced by the
quantization can be adjusted. There are several quantizer designs available that
offer various trade-offs between picture quality and complexity.

The Lloyd-Max quantizer

of decision levels (Jain, 1989). Let u be a real scalar random variable with a
continuous probability density function P,(w). If it is needed to find the
quantization levels t, and the inverse quantization levels [ for an L-level
quantizer

4+l

€=El(u-u *)]= f (~u"Y’P, (u)du (D
u
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isminimized. Rewriting this becomes

L ‘L'fl

€=E[(u-u*)*]=32 f(u—r VP (u)du 2
il

_ Fr'om basic calculus, it is known that the minimum occurs where the
derivative with respect to t, and r, is zero. This gives

de
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k
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Using the fact that t,.1<t,, simplification of the preceding equations gives
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where r, is the k* interval [{ ,f,, ]. These results state that the optimum
Qantization lovels arc located halfway between the reconstruction level, which
lie at the center of mass of the probability density in between the K R
levels. Equations (5) and (6) are nonlinear cquations. The equations havt?ct:
be solved simultancously given the transition interval t; and ty,. In practice,
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these equations can be solved by an iterative numerical method.

The application of PCM for a signal is performed in the following
manner:

- The signal is sampled

- Alllevels are quantized

- The signal is transmitted or fed to a digital modulator for
transmission

Figure 1 shows the process of pulse code modulation (PCM), a digital
modulator for transmission. Generally PCM is coded by a fixed-length binary
code. The amount of bits required depends on the signal to be coded. For
example, to code 512 different values at least nine bits are needed.
NB=LogN(amount of codes)/LogN(2). NB=Log(512)/Log(2)=9. Log base 2
is commonly used.

PCM System
o Un@ Un® Transmiter
—>| Digitize b ,dl::'m Mmu Fona
Figure 1. Pulse code modulation
Entropy Coding

[fbinary data are coded and the distribution of the data not uniform, then
the entropy (B=average bit length) of those data points will be less than B, and
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dn.eis.acodethatusw less than B bits per data point. The goal of entropy
coding is to encode a block of M data points containing MB bits with

probabilities P; {1=0,1,..., L-1}, L=2"®, by -log,P, bits, so that the average bit
rate 1s

Z, P(log,P)=H Q)

- This gives codes with variable-length for each block, where the blocks
vith higher probability of occurrence are coded by short-length codes. If -Log,
Pis Not an integer, the achieved rate exceeds H, but approaches it
&ymptotically as the number of blocks increase. For a finite block size, the

mos.t efficient fixed to variable length encoding method is Huffman coding
[(Tin, 1989); (Barnley and Hurd, 1993)].

The Huffian coding algorithm

I Amange the symbol probabilities P, as follows:

Put the two smallest P, together. Their sum forms a node.

Subsequently, the next adjacent P; has to be greater or equal to the
sum of the previous node formed.

2 Make a tree:

Merge the two nodes with smallest probabilities to form a new
node whose probability is the sum of the two merged nodes.

Arbitrarily assign 1 and 0 to cach pair of branches merging into a
node, but assigning 1 to the smaller of the two branches.
Continue the process until a home is formed. All branches are
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together.
- Read sequentially from the home to the symbols.

The preceding algorithm gives the Huffman Codebook for a set of
symbols given their probabilities. The Huffman code is not unique. For
example, let the symbols A,B,C, D and E with probabilities 0.264, 0.053,
0.108, 0.137 and 0.438 respectively.

1 -

- TR
2 Tt
4

Merge {B,C} to form a tree with weight PBC=0.161. Here, the
use of the notation PBC means the probability of seeing either
symbol B or symbol C.

Merge BC and D to form a tree with weight PBCD=0.298.
Merge A and BCD to form a tree with weight PABCD=0.562.
Merge ABCD and E, completing the tree.

Figure 2 shows the graphic interpretation. The code words are: A=00,
B=0100, C=0101, D=011_E=]. Using Huffman coding the average length per
code word is 2.02 bits. The entropy average bit length is 1.9932

0.053 o.108 0.137 o438
B ' &4 D K

Figure 2. Huffman tree for codification of letters A B C D. Steps aic

indicated at the nodes
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Vector quantization

Vector quantization has been established as an efficient data compression
technique for speech and images. Using a suitable communication channel,
VQmaps a sequence of continuous or discrete vectors into a digital sequence
for transmission. The main goal is to reduce the amount of data while fidelity
levels are preserved. Vector quantization has received much attention recently
% amethod for coding images and motion video and has been shown to be an
effective method for coding images. VQ methods are a family of schemes that
i being actively studied for image codification. Although simple memoryless
VQ schemes yield acceptable performance at low bit rates, there are other
(uantization schemes that have been shown to be more efficient.

In this thesis the application of VQ to image compression will be
performed decomposing the images in blocks of 4x4 pixels, using MATLAB
block processing modules. First the images will be transformed into a column
fo.'m’ then re-order in a matrix of 16 elements column vectors. Those matrixes
vill be used as the input to the algorithm. For the neural networks algorithm
the Same matrix will be used. The neural networks input has to be a
Tmm_lmd vector from the re-ordered image matrix. For the conventional VQ
‘echniques it is not necessary to normalize the input vectors, but it is
fcommended because the ratio of compression would increase. That is
begmse many vectors could be quantized with the same normalized vector if
their difference is only in their length, but in turn it is needed to store the
length as an additional value which reduces compression.

Image quantization

. After sampling an image and representing its digital values, the next step
 quantization or mapping. A quantizer maps a continuous variable or vector
Uonio a discrete variable or vector u*, which takes values from a user defined

ite range {r, ,..., r,}, which represent quantization levels or numbers (Jain,
1989; Bamnley and Hurd, 1993; Lindley, 1991). Eachr contafns a value !hat
Tepresents a group of values. This mapping is generally a staircase function,
% figure 3 shows.
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Figure 3. A quantizer (Jain, 1989)

The quantization rule is as follows: Define {t..., t.,;} as a domain of
different decision levels with ¢ 1andt ., as the lower and upper values of this
domain, respectively, of the continuous space to be quantized u. If u lics in
interval (t, , tys1 ), then it is mapped to the corresponding map space r,, the k*
Teconstruction level. Figure 4 shows a basic C decoder model.

(k-1) 5124,+5
==t k=12 = L =
50 12,.,513, », 55 k=12,..512. ®)

The interval =t-t ;=11 , is constant for different values of k.
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ENCODER

The mcoder output Us, is e of tae index of the mimmum aTor
codeword N
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e it + bimacy normally \
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BASK: ENCODER MODEL

Figure 4. The basic C decoder model
Conventional vector quantization methods

Tree-search vector quantizer

A vector quantizer is a system used for coding symbols or data pattern.
The basic system receives the input signals and performs a scarch of its
Codebook ROM where stores all the pattern or symbols that represent vectors
0 compare with the input one, and the output of the quantizer will be the

trresponding index of the Codebook of the minimun distortion codeword.

After using the Huffman coding technique to code the _symbols that can;
be macrobloks or a sequence, the data or signal is coded using zeros (0) an
ons (1), depending on the path in the tree. The codification takes place at the
encoder, 5o at the decoder we need the inverse process for reconstruc"{?t“ R
has 0 define (R), the minimum bits that represent a symbol or world. After
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binary selections the complete channel Codeworks, which are the elements
contained in the Codebook, have been sent and the reproduction codeword has
been specified to the decoder (Tzou, 1991).

A decision has to be made between a full search into the Codebook or
creating a Codebook with several node like a tree, and instead of a full search
you choose the node that best matches the input vector and the search at that
specific node.

For example, suppose the Huffman coding is used. Let us transmit the
following data:

[ABCECCA]=[OOOIOIOIOI10101010000]

The decoder will look at every incoming bit until a full symbol is found. The
comparison will be made after N bits. N is the size of the shortest possible
symbol. Then the verification process starts again with the next incoming bit.
The decoder starts at Home position, which is first bit to compare, after a
Symbol is successfully constructed. Table 1 shows the binary representation
for A, B, C, D, and E.

Table 1. Binary representation of symbols

Symbol Binary
A 1010
B 1011
C 1100
D 1101
E 1110
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Table 2. Probability of occurrence of the 26 letters in English text

Symbol | Probability | Symbol | Probability

A 0.0761 N 0.0711
B 0.0154 0o 0.0765
e 0.0311 P 0.0203
D 0.0595 Q 0.0010
E 0.1262 R 0.0615
¥ 0.0234 S 0.0650
G 0.0195 5 0.0933
H 00551 U 0.0272
I 0.0734 \' 0.0099
J 0.0015 W 0.0189
K 0.0065 X 0.0019
L 0.0411 , 0.0172
M 0.0254 0.0009
Note: (Barnley and Hurd, 1993)

To transmit the given data the system must transmit 20 bits with no
codification and an average length of 14 bits using Huffman coding. As a
fesult the Huffman code algorithm performed a compression of 14/20 or

reduced the data to a 70% of the original size. Figurc 5 shows a graphic
Interpretation.

Multi-step vector quantizer

Figure 6 shows amultistep VQ, which is a tree-searched VQ where only
asingle small codebook is stored for each layer (node) of the tree instead of a
different codebook for each node of each layer. Such codes provide the
computation reduction of tree-searched codes while reducing the storage
requirements below those of even ordinary VQs. The first instance of sugh )
code was the mulfistage codebook (Juang and Gray, 1982). The first quantizet
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is designed as in the tree-searched case. This codebook is used to encode the
training sequence and then a training sequence of errors or residual vectors is
formed. For waveform coding applications the error vectors are simply the
difference of the input vector and their codeword. In Multistage VQ with two
stages, the input vector is first encoded by one VQ and an error vector
is formed. The second VQ then encodes the error vector; then the transmision
will be (i,j)=Un- Un, which has the indexes of each codeword.

Input code
0101 1

DECODER

ENCODER

Figure 5. Graphical Tepresentauon of the tree-search encoder and decoder

For example, Let X, =[51703 | and suppose that in the search the best
m atch was Y,=[5 0 6 0 3]; then the first VQ output is 0010; the error is [0 ]
100]. After the second search, the best match is €,=[0 1 2 0 0], so the error
VQ output is 0001 Note that at the decoder there are also a sequence
codebook and an error codebook. After the decoder search, its outputs are:

Y2=[50603],e,=[012001 ©)
thereconstructionis:
Yo=Y +e =V +e =[51803 (10)
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Figure 6. A multistage vector quantizer

Gain/shape vector quantizer

.Om example of a product-code, which is a vector quantization method
tat i implemented using several scalar quantizer, is a gain/shape VQ, where
Parate, but interdependent, codes are used to code the "shape” and "gain" of
the waveform. "Shape" is defined as the original input vector normalized by
femoval of the "gain" term such as energy in a waveform coder or LPC
"sidual cnergy in a vocoder. Gain/shape encoders were introduced by Buzo,
Gray and Markel (1980) and were subsequently extended and optimized by
Sabin and Gray (1982;1984). A gain shape VQ for waveform coding with a

distortion is illustrated in figure 7.
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i s o

Gain/shape vector quantizer with the .

The derivation of those formulas is as follows:

Let X,=[x, x, X,] unnormalized and Y= alized
LctXX,,bcthcnormalizedvectoan e,

R Al an
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Woll=\| 2x2, XX, =[xpxyx,]

i?

(12)
but if the Euclidean norm is considered, then the value is
2Xi
XX, = =|'T"|| ,» XX =[x +x,+x; 13) "
:
Comparing the two vector, Y, and XX, if they are not the same then they are g
related by the angle between them. 4
:
IGILIIT, | cos(B)=XX,,, =xp, x5, (14) b
3
0
Zx,.y i A
"Y»JIOOS(B) el =XntYm (1 5)
Ex,z

i

10 be maximized.
Let D be the square error between X, and v;Y,,

D=(Xn_YiYm)(Xn-‘YiYm)t (16)

D=(Xn~YiYm)(Xnt—Y|le) (17)
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D=Xn‘/‘,n tYIYm 45 /Yn‘YiYm I+Yi2'YmYmt (18)

D=Xn‘Xnt~2Y/anYm +Y12Ym2 (19)

if X.= [x, x, x;] and Y.= [y, ¥, y5] then XY, =X'Y,_ therefore,

TP s = x4yt (20)

See equation (19), but the distance between vectors is measured using a vector
norm. Now define

Yf”lefP -izﬂ/x12+x22+x32 also yxzéan. (1)

The last term of the cquation of D can be dropped because it can be
casily calculated when j and m are known . The remanding equation for the
distance then becomes D=X, 727X, Y,tobe a minimum, or the error to b¢
minimized. Figure 7 shows the Gain/Shape vector quantizer with the decoder.

Separating mean vector quantizer

Another example of a multistep product code is the separating mean vQ
where a sample mean is removed. Define the sample mean of a k-dimensional
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depicted in figure 8. The equations for this quantizer are as follows:
Let X=[x, X, X; ... x] and X', be the mean of X, then

g o
O T Rk
sosb ) %)

a U; = scalar value that approaches X, The transmited values are u that
contain the values of i and j, so at the decoder the reconstruction is:

S L),

Sy Vol X butX =X, (23)
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o X X ¥ £ X
‘X;zIIi+ul=M-an" +X;1 butanXn (24)
X,
therefore the reconstruction is /\}"

The state or decision VQ has several codebooks inside. Adaptation can
be incorporated into a vector quantizer by using different codebooks or
separating each codebook into a set of sub-codeboks, where the codebooks are
adapted on the basis of past input vectors. The decoder must have a
synchronization with the encoder to know which codebook is being used in
order to decode the channel symbols. This can be accomplished in two ways:

i The encoder can use a codebook selection procedure  that

depends only on past encoder output and hence the codebook
Sequence can be tracked by the decoder.

2. The decoder is informed if the selected codebook via a
special low rate side channel (Gray, 1984)

The first condition is call feedback VQ because the encoder output is
used to synchronize the selection of the new codebook. A feedback vector
quantizer can be viewed as the vector extension of a scalar adaptive quantizer

space M is assumed to be the same for a] of the VQ's. Consider a data
compression system consisting of a sequential machine such that if the
machine is in state f5, then it uses the Quantizer with encoder Es, and decoder
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B,. Using the synchronization value it then selects its next state by a function
called a state-transition function f such that given a state fs and a channel
symbol x, then f(x.f5) is the new-state of the system. Specifically, given a
sequence of input vectors {X,;n=0,1,...,2%} and an initial state fs,, then the
sub-sequence state fs,, channel symbol sequence, x , and reproduction
sequence X', are defined recursively for n=0,12,..n as, x =Es (X ), and
reconstructed as x' =B, (x ), fs,.,=f(x,.fs,). Since the next state depends only
o the current state and the channel codeword, the decoder can track the state
ITit knows the initial state and the channel sequence. If the state space has a
limited universe, then the resulting system can be called a finite-state vector
Quantizer (FSVQ). A disadvantage in all feedback quantizers is that channel
¢ror can accumulate and cause severe reconstruction errors. As with scalar
fwdb_“d‘ quantizer systems, this problem must be handled by cyclical
fesetting of the state control line.

Figure 9. The feedback VQ encoder model
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Conclusion

The basic Lloyd’s iterative algorithm and how this method can be
improved and applied to a variety of vector quantization systems, ranging
from the fundamental VQ techniques to a feedback model, was described.
Through a variety of examples of systems and code design simulations, some
of the tradeoffs among performance, rate, complexity, and storage for these
codes were illustrated.

Figure 10. The feedback VQ decoder model

w The basic approach can also be incorporated into the design of some
traditional scalar data compression schemes, an approach which Gersho calls
“imbedded VQ.” Variation of the basic VQ design algorithm has been tried for
several distortion measures, including the squared error, weighted squared
error, the Itakura-Saito distortion and a segmented signal to noise ratio.
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'ﬂlctheory of the VQ techniques is widely used. The complexity of the
VQtechnique depends on the type of application used. The result from a vQ
System may vary from one application to the other. Therefore, the efficiency
of your VQ system also depends on the application selected.
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