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Conclusions

The amount of data generated by people each day on social media

platforms is increasing at an alarming rate. Studies performed

show that approximately 1.5 billion images are uploaded to the

internet each day. Applications that can use and analyze this data

are not available to all users due to limitations in processing power

or storage space required for the analysis of these large datasets.

Apache Hadoop is an open-source framework that allows

distributed processing and fault tolerance of Big Data with the use

of commodity hardware using Hadoop Distributed File System

(HDFS) and MapReduce. Using HDFS data is stored in a

distributed manner across different machines (datanotes). The use

of the MapReduce framework parallelized computing is available

and manageable to be able to mine and analyze the image data

available created by users. The focus of this article will be the

analysis of image data in large datasets to create feature vectors

using the k-means algorithm to group together images that contain

similar objects inside them using Apache Hadoop, MapReduce,

Apache Spark, Computer Vision, and the Python programming

language.
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In conclusion, computer vision techniques and processes have 

been integrated with the use of the Hadoop environment to 

achieve a scalable algorithm capable of performing parallel tasks 

to manage Big Data applications such as image classification. This 

approach has been based on the Vector for Locally Aggregated 

Descriptors (VLAD) technique to generate an algorithm capable 

of recognizing image features. With the use of clustering 

algorithms like K-means through the Hadoop MapReduce 

function, the system can generate a dictionary of features or Bag 

of Visual Words (BoW) and then classify images based on this 

trained set for desired features. 

The term Big Data is used to describe the huge volumes of data 

generated by digital processes. Currently, the use of social media 

sites has increased the amount of image data being uploaded every 

day on sites like Facebook, WhatsApp, and Twitter. This 

increasing amount of information growth has created a new kind 

of problem for data analysts. Analyzing and processing such huge 

amounts of data could create bottlenecks caused by the use of a 

single computer, power concerns, and the amount of storage space 

needed. The present-day computer architectures are reaching their 

physical limitations and with this, the implementation of 

distributed systems is becoming more widespread. The main 

reason to which the popularity of distributed systems can be 

attributed are: i) physical limitations of processors, ii) scalability, 

iii) fault tolerance iv) latency. [1] With the use of distributed 

systems tasks are completed by dividing a task into multiple 

subtasks. Dividing system tasks is known as parallelization, this 

makes applications running on a distributed system more scalable 

and efficient. A widely known distributed system platform is 

Apache Hadoop and the Hadoop MapReduce algorithm.

Hadoop is being used as a system for processing huge datasets by 

using parallel and distributed computing. In addition, various 

studies have been performed using Apache Hadoop an example of 

these are: conducting analysis of text files, examining DNA 

sequencing data, converting images to PDF, and feature extraction 

and selection. These studies are performed by dividing the data 

across multiple features like algorithm parameters, images, or 

pixels. The k-means algorithm has been implemented within the 

MapReduce programming framework to analyze images and 

classify them based on their color.
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Hadoop’s principal components: Hadoop Common, HDFS, 

MapReduce, and YARN will be installed using a binary tarball

which can be found on the Apache Software Foundation. Before 

installing Hadoop, the user must make sure they have Java 

installed on the computer. Additionally, another tool from the 

Hadoop ecosystem that needs to be installed is Apache Spark 

Enabling the use of Python with Spark requires installing Pyspark, 

this can be done using the command pip install pyspark [10]. The 

first step is to store in HDFS a text file that contains the paths of 

all the images that are going to be used for object recognition 

purposes. 

After this file is stored in the distributed file system a MapReduce 

job must be performed to convert the images in the path into one 

SequenceFile. Afterward, another MapReduce job must be 

performed to read the image bytes from the images and save the 

image itself in HDFS After this process, the images are inputted to 

another function that creates and computes the keypoints and 

descriptors using the SIFT algorithm available in the computer 

vision library. Finally, the keypoints and descriptors created from 

the SIFT algorithm are filtered using a map function that groups 

the filenames with the features extracted.

A final pyspark script will cluster feature vectors by their similar 

properties using the K-Means Algorithm. 
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Apache Hadoop Distributed File System

HDFS is a filesystem designed for storing large files in a 

distributed manner with streaming data access patterns. These are 

usually run-on commodity hardware. The architecture of HDFS 

makes it scalable but there are a few drawbacks: 1. HDFS works 

better performing long sequential reads from files, but it is not 

used for random reads 2. Caching is not the best since files contain 

a big overhead and data would be re-read from the source. 3. 

HDFS only performs appends to files there is no updating 

functionality [2]. 

The master component or master node in the HDFS architecture is 

called the NameNode. The NameNode stores metadata 

information like where each block is stored, and how many times 

the file is replicated within the system and tracks the DataNodes. 

The DataNode is where the files and data are stored in the system. 

The NameNode is the one that administers all the DataNodes in 

the cluster. This includes DataNode failure and heartbeat 

messages. A heartbeat is a message that includes information 

about activity within the cluster and DataNode failures. These 

messages are configured to be sent every three seconds [3].

Apache Hadoop MapReduce

MapReduce can be defined as a programming model used for 

processing data. MapReduce considers the problems of 

distributing the data in a network of computers to always assure 

that all available memory, processor, and storage are used in the 

most optimized manner. MapReduce works with parallel data 

processing using the map phase and the reduce phase. Both phases 

have input and output key-value pairs. Hadoop performs 

exceptionally well when all the data being processed is contained 

within a single DataNode in HDFS [3]. 

The execution of a MapReduce program or job can be summed up 

in the following diagram:

Figure 1

MapReduce Program Flow

Sequence Files

Sequence files are a Hadoop file format that stores binary key-

value pairs in a sequential form. This type of file is splitable, 

supports compression, and can store arbitrary types using 

serialization frameworks [3]. 

Sequence files can be visualized as a container for multiple 

small files, see figure 2. In the case of images, the file name 

would be converted into the key of the sequence file and the 

value will be the binary content of the image or file. The 

creation of a sequence file must be performed using a 

MapReduce job. 

Figure 2

Visualization of a Sequence File

Feature Extraction using Descriptors

The SIFT was created by D.Lowe in 2004. The main goal of 

this algorithm is to extract features or descriptors from 

keypoints [6]. The features will be extracted and stored in 

HDFS as a sequence file having as the key the image name and 

the features as the value. The dimensions of the feature are 

separated by commas for simplicity of use. SIFT is a reliable 

algorithm since it is invariant to image scale and rotation. The 

descriptors of this algorithm were created for the sole purpose 

of image matching. Each feature vector descriptor is highly 

different which facilitates the process of matching with another 

feature vector within the file system.

The properties of an image that are commonly used for feature 

extraction are intensity, color, and texture. Consistency is also 

an important factor in feature detection and extraction since 

features must be detected even while an image has suffered 

changes like blurring, re-orientation, and re-escalation [7]. The 

SIFT algorithm can be divided into four steps: (1) keypoint

localization, (2) orientation assignment, (3) keypoint descriptor, 

and (4) keypoint matching.

Feature Vector Clustering

Clustering allows the user to extract significant knowledge 

from the dataset. Clustering consists of partitioning the data of 

a dataset into different amounts of subsets or groups in a way 

that all the data that is similar end up together and the other 

unrelated data is grouped in other subgroups. K-means is 

defined as an unsupervised clustering algorithm [8]. The time 

complexity of the K-Means algorithm is O (nkt), where n refers 

to the number of datapoints, k is the number of clusters and t is 

the number of iterations [9].

The K-Means clustering algorithm can be divided into two 

main steps: (1) Cluster Assignment and (2) Move Centroid 

Step. These steps are repeated iteratively until one of the 

following conditions is reached; the centroids will not change 

their positions anymore or the iterations have gone through the 

maximum number. 

Figure 3: 
Visualization of the 
K-Means algorithm 
in MapReduce

Background & Related Work

Hadoop is an open-source framework that works as a distributed 

system with a scalable, fault-tolerant design. It is used for data 

storage and processing.
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