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Heart disease, that is, the set of various health complications 

that negatively affect the heart, is currently one of the main 

causes of worldwide deaths in human beings. For instance, in 

the United States (US), it has the highest mortality rate for 

both men and women alike amounting to 545,000 deaths in 

2021 alone. For this very reason and because of the current 

advancements in computing technology, this research project 

studies the accuracy of machine learning algorithms; these 

being: K – Nearest Neighbor, Gradient Boost and Light GBM, 

in the detection of heart disease using already compiled data, 

namely, datasets. Of the three (3) models, it was found that the 

Light GBM model presented the best results with a 98.5% of 

accuracy score between the two (2) datasets, followed by the 

Gradient Boost (95%) and the K – Nearest Neighbor (90.5%). 

With that being said, the datasets used for this project are 

Rashik Rahman’s Heart Attack Analysis and Prediction 

Dataset and David Lapp’s Heart Disease Dataset - Public 

Health Dataset; both acquired from the Kaggle website. 

Moreover, regarding the methods and technologies used, these 

include the Python 3 programming language with its SK-

Learn library, Google’s Collaboratory service and various 

topics associated with Machine Learning, such as: Feature 

Scaling, Data Imputation and Data Endcoding, to name a few.

ABSTRACT

OBJECTIVES

The overall methodology of the research project is as follows:

Stage 1 – Examination of the Datasets

Both datasets include the recommended attributes that should 

be used whenever using machine learning models for the 

detection of heart disease, as denoted in the investigative 

report of S. Challammal and R. Sharmila, namely 

Recommendation of Attributes for Heart Disease Prediction 

using Correlation Measure (S.Chellammal & Sharmila, 2019). 

These attributes are shown in Figure 1: S.Chellammal & 

Sharmila, 2019.

Methodology

RESULTS

CONCLUSION

Throughout this research investigation, the  machine learning 

models known as K – Nearest Neighbor (KNN), Gradient 

Boost and Light GBM were studied and used with Python 3 

SK-Learn Library to determine the possibility of using the 

algorithms to predict the existence of heart disease in a 

patient; moreover, if possible, identify which of the three (3) 

would work best to accomplish such a task. For a start, it was 

found that it was indeed possible to predict the existence of 

heart disease in a human patient with the usage of machine 

learning models; moreover, that with adequate tuning and 

given the structure of the data itself, such predictions may be 

certain. For instance, after evaluating the results of each of the 

models, such as, their respective recalls, precisions, accuracies 

and F1 scores, it was possible to identify the Light GBM 

machine learning model, with an overall accuracy of 98.5%, 

as the best one of the three. It should be noted that this 

investigation did not find any differences between the results 

that were obtained from training and testing the models with 

data which was only feature-scaled via standardization and 

those which were acquired with data which was both feature-

scaled in the same manner and logarithmically transformed; 

that is, the results were the same. Moreover, as can be already 

deduced, machine learning models can be tested with multiple 

sets of new data; of course, such data must include the 

attributes that such models were trained with.
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The objectives of this research project include:

1. The usage of the following machine learning algorithms:

• K-Nearest Neighbor,

• Gradient Boost, and

• Light GBM

for the evaluation of their respective accuracies in the 

detection of heart disease using already compiled datasets, 

namely: Rashik Rahman’s Heart Attack Analysis and 

Prediction Dataset, and David Lapp’s Heart Disease Dataset - 

Public Health Dataset.

2. Evaluate the accuracy results differences between data data 

that was transformed and feature-scaled and data which 

was only feature-scaled.

3. Identify the possibility of testing already trained machine 

learning models with new data from other datasets.
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Materials

The materials and tools used during this investigation are as 

follows:

• Programming Languages: Python 3 with its NumPy, 

Matplotlib, Pandas, SciPy, and SK-Learn libraries,

• Compilers: Google’s Collaboratory service and 

Microsoft’s Visual Studio Code,

• Datasets: Rashik Rahman’s Heart Attack Analysis and 

Prediction Dataset and David Lapp’s Heart Disease Dataset 

- Public Health Dataset found in Kaggle.com.

Figure 1: S.Chellammal & Sharmila, 2019

Furthermore, regarding their respective sizes and female-to-

male ratios, the Heart Attack Analysis and Prediction Dataset 

included 303 entries and a gender ratio of 1:0.464, and the 

Heart Disease Dataset - Public Health Dataset attained to 1025 

and 1:0.438, respectively. Subsequently, an analysis of the 

relationship between the attributes of both datasets was also 

developed, one of which is shown below:

Figure 2: Correlation Matrix of Heart Disease Dataset - Public Health Dataset 

Stage 2 – Preparation of the Datasets

It should be noted that the data found in both datasets included 

no missing values nor categorical data; henceforth, the data 

was not imputed or encoded. Instead, both datasets were 

divided into training sets and testing sets. The data, like that 

which was related to the cholesterol (chol) of patients, showed 

left-heavy-tail distributions, that of which was later converted 

into its most closely related gaussian distributions with the 

usage of logarithmic transformations. Lastly, the features of 

both the already mentioned training sets were scaled with the 

Standard Deviation.

Stage 3 – Model Evaluation

The performances of each of the models (K – Nearest 

Neighbor, Gradient Boost and Light GBM) were evaluated 

with arbitrary hyperparameter inputs against David Lapp’s 

Heart Disease Dataset - Public Health Dataset using cross 

validation. Some of the best hyperparameters that were found 

are as follows:  

Best Hyperparameters with Original Data

K – Nearest Neighbor N_NEIGHBORS: 4

Gradient Boost

LEARNING_RATE: 0.31,

MAX_DEPTH: 27,

N_ESTIMATORS: 566

Light GBM

LEARNING_RATE: 0.11,

MAX_DEPTH: 6,

N_ESTIMATORS: 918

Best Hyperparameters with Transformed Data

K – Nearest Neighbor N_NEIGHBORS: 4

Gradient Boost

LEARNING_RATE: 0.76,

MAX_DEPTH: 16,

N_ESTIMATORS: 555

Light GBM

LEARNING_RATE: 0.86,

MAX_DEPTH: 27,

N_ESTIMATORS: 655

The accuracy scores that were obtained of each of the machine 

learning models after first testing and training them with 

David Lapp’s dataset, and then testing them with Rashak 

Rahman’s one are:

Algorithm 

Name

David Lapp’s DT 

AC Score

Rashik Rahman’s DT 

AC Score

K – Nearest 

Neighbor

88% 93%

Gradient Boost 95% 95%

Light GBM 99% 98%
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